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APPENDIX C - BACKGROUND FOR 

STATISTICAL ANALYSES
Appendix C1 - Principal Component and Cluster Analysis Background
Principle Components Analysis is an exploratory data analysis method which reduces the dimensionality of a dataset by considering the characteristic vectors of a covariance matrix as orthogonal (perpendicular) linear combinations which explain the maximum amount of variance in the first few components.  This means that instead of analyzing all of the original variables, the components can be used instead.  This method allows a simpler analysis utilizing the first few components which capture most (approximately 90%) of the original variance of the dataset.  Historically, this method has been used in anthropology, psychology, and college entry exam interpretation, among other fields of study.  Presently, this method has been found useful to quantify the spatial variability in the distribution of a contaminant in the environment.   Many researchers have found this method useful for explaining the concentration patterns of PCDD/Fs in the environment, including studies in British Columbia, Italy, and the Great Lakes.  

"Cluster Analysis is a term used to describe a family of statistical procedures specifically designed to discover classifications within complex data sets." (Tinsley, Brown 2000)  What this means is that cluster analysis is used to place variables or sample points into clusters that share the same relative characteristics as that sample point.  This is done using multivariate observations and many different algorithms in statistical programs.  There are many different clustering methods, and the methods chosen for this study will be further explained below.

The first step in completing a PCA is creating a covariance matrix.  SPLUS statistical package was used for this and all other aspects of PCA testing.  Covariance is the default SPLUS choice, and it was chosen instead of a correlation matrix because the data were of all the same type and had previously been normalized.  The scores of the loadings generated from the transposition of the data and creating of components was utilized as a way to generate scatter plots.  Principle Components one and two were graphed together and patterns, or clusters, were looked for.   As a way to further validate or explain clustering in the PCA, cluster analysis was employed to explore the relationships within clusters. 

Several different types of cluster analysis were examined for this project. It is important to note that cluster analysis utilizes a dissimilarity matrix, while the PCA algorithm generates a similarity matrix.  Four major types of cluster analysis were explored:  k-means, partitioning around mediods (pam), fuzzy, and agglomerative hierarchical.  With k-means, pam, and fuzzy analysis, the analysis was carried out in SPLUS.

For these three clustering techniques, the number of clusters must be chosen.  This was accomplished by looking at a silhouette plot of the data.  In order to create a silhouette plot, a silhouette value (si) was computed and represented the bar length in the plot (Mathsoft, 77).  If si=1, then the point was well classified, if it was zero, the point did not fit into the cluster (Mathsoft, 78).  By changing the number of clusters specified in the analysis, one can look at the overall silhouette width of the plot.  The larger the width number, the better.  However, if the bars lie to the left of zero, there are points which do not fit into any of the clusters.  Utilizing this method, it was possible to determine the correct number of clusters for the data set.

When considering the PCDD/F data from the Houston Ship Channel, all three methods were utilized and the results compared.  It was found that the k-means method was not very effective and so discarded.  Using pam and fuzzy analysis gave different cluster memberships, and no apparent pattern was evident.  A more robust method was needed in order to generate results.

Agglomerative Hierarchical Clustering (AHC) was chosen as another alternative, since the number of clusters is not pre-chosen in order to run the analysis.  SPSS was the statistical program used to complete this analysis.  The method begins with all the data points in their own cluster, and then combines the points with the next point least dissimilar, or more similar, until there is one large group.  

Ward's method was chosen as the measure of similarity between points in a cluster.  This method was chosen as it gives the same amount of variance within clusters.  It also assumes that the clusters are spherical in hyperspace.  This may not be true, but it seems reasonable to look for clusters which have the same variance within them when looking at this data.  It would be difficult to interpret the cluster results if the clusters had different amounts of variation within them.

There are several differences between k-means, pam, and fuzzy cluster analysis.  First of all, k-means and pam are "crisp" clustering methods.  This means that each point will be assigned to exactly one cluster, while fuzzy cluster analysis can give a data point partial assignment to more than one cluster.  Secondly, there are differences in how the center of the cluster is determined.  The k-means algorithm utilizes a centroid "the multidimensional version of the mean" and assigns each data point to the group with which it most closely resembles that number.  The centroids change as more points are considered in the analysis and are determined using a least squared method.  The partitioning around mediods (pam) partitions a set of objects into k clusters by finding k objects to represent the heart of each cluster (mediods). The mediods are determined by minimizing the sum of dissimilarities instead of the sum of squared Euclidean distances (Mathsoft, 76). 

Fuzzy cluster analysis is a little different than either k-means or pam cluster analysis. Because cluster assignments are not crisp, when looking at the output from a fuzzy cluster analysis, it is important to look at the Dunn's partition coefficient.  If all the data points have multiple memberships, then the coefficient will be equal to 1/k, (k=number of data points) and if each point belongs to only one cluster the coefficient will be equal to one (Mathsoft, 88).

Appendix C2 - Mann-Kendall Test Background
Resource:  Statistical Methods for Detection and Quantification of Environmental Contamination  Robert D. Gibbons and David E. Coleman.  John Wiley and Sons, NY, 2001, pp194-199.


The steps followed to perform the Mann-Kendall test were: " First, order the data by sampling date….where xi is the measured value on occasion i.  Second, record the signs of each of the N' possible differences xi'-xi, where i' > i. …" (Gibbons and Coleman).  This means that if the difference is positive, then record a +1, if it is negative, record a -1, and if there is no difference record a 0.  The Mann-Kendall statistic is computed by subtracting the number of negative differences from the number of positive differences.  Using the table values for the Mann-Kendall test, with a sample size of n=5, and S = 0-10, the probabilities are given in Table F1.  

Table C1. Critical values for the Mann-Kendall Test for Trend
	MKADVANCE \u 3

ADVANCE \d 3

ADVANCE \u 3

	critical valuesADVANCE \u 3

ADVANCE \d 3

ADVANCE \u 3

	SADVANCE \u 3
	df=5ADVANCE \u 3

ADVANCE \d 3

ADVANCE \u 3
	Trend

	0ADVANCE \u 3
	0.592
	No trend

	1ADVANCE \u 3
	0.500ADVANCE \u 3

ADVANCE \d 3

ADVANCE \u 3
	Shows trend

	2ADVANCE \u 3
	0.408ADVANCE \u 3

ADVANCE \d 3

ADVANCE \u 3
	

	3ADVANCE \u 3
	0.325ADVANCE \u 3

ADVANCE \d 3

ADVANCE \u 3
	

	4ADVANCE \u 3
	0.242
	

	5ADVANCE \u 3
	0.180ADVANCE \u 3

ADVANCE \d 3

ADVANCE \u 3
	

	6ADVANCE \u 3
	0.117
	

	7
	0.080
	

	8
	0.042
	Significant trend

	9
	0.035
	

	10
	0.028
	


This procedure was completed for all congeners at all sampling stations for all media.  The result was considered significant if the value associated with a given S was less than the alpha value of 0.05.  This would only occur for a value of S greater than 7.  

